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Abstract

The edit distance between given two strings $X$ and $Y$ is the minimum number of edit operations that transform $X$ into $Y$ without performing multiple operations in the same position. Ordinarily, string editing is based on character insert, delete, and substitute operations. Motivated from the facts that substring reversals are observed in genomic sequences, and it is not always possible to transform a given sequence $X$ into a given sequence $Y$ by reversals alone (e.g. $X$ is all 0’s, and $Y$ is all 1s), Muthukrishnan and Sahinalp [7, 8] considered a “simple” well-defined edit distance model in which the edit operations are: replace a character, and reverse and replace a substring. A substring of $X$ can only be reversed if the reversal results in a match in the same position in $Y$. The cost of each character replacement and substring reversal is 1. The distance in this case is defined only when $|X| = |Y| = n$. There is an algorithm for computing the distance in this model with worst-case time complexity $O(n \log^2 n)$ [8]. We present a dynamic programming algorithm with worst-case time complexity $O(n^2)$ but its expected running-time is $O(n)$. In our dynamic programming solution the weights of edit operations can vary for different substitutions, and the costs of reversals can be a function of the reversal-length.
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1 Introduction

Given two strings $X$ and $Y$ computing the edit distance between two strings is an important problem which has many applications such as estimating the evolutionary distances between biological sequences [9], and constructing phylogenetic trees [4]. The edit distance between strings $X$ and $Y$ is the number of edit operations that transform $X$ into $Y$. Basic edit operations are: insert a symbol, delete a symbol, and substitute one symbol for another. Multiple operations in the same position are not allowed. Motivated from different applications several studies have suggested extending the edit operations by including substring edits that reverse a substring, move or copy a substring from one location to another, and delete a substring (see for example [10, 4]). In its general form when edit distance is computed allowing substring copy, delete, and move operations, the problem is NP-hard [6]. Shapira and Storer [11] give approximation algorithms for several cases of edit distance that use subsets of these substring operations. Arslan [1] proposes extending the basic edit model that includes operations (insert, delete, and substitute) at character level by adding substring reversal operation, and presents an algorithm for computing the edit distance in this model whose
Substring reversals are commonly observed in genomic sequences, and in multimedia data such as music scales [10]. Substring reversals in genomic sequences are usually a consequence of a large scale inter and intra chromosomal genomic duplications. Muthukrishnan and Sahinalp [7, 8] study edit distance computation for an edit model that includes character substitutions, and substring reversals. In this case the edit distance is defined when |X| = |Y| = n. A reversal is allowed only if the operation on a substring creates a match in the other string. There can be no multiple operations in the same position. The cost of each edit operation is 1. This is the "simplest" well-defined edit distance that involves substring reversals if we note that not all sequences can be transformed into all other sequences by reversals alone (e.g. X is all 0’s, and Y is all 1’s). For example in this model string \(X = accaagagcg\) can be edited to string \(Y = aggaacacgc\) as follows:

\[
\begin{align*}
\text{accaagagcg} & \quad \text{(no operation: a's match)} \\
\Rightarrow \text{accaagagcg} & \quad \text{(replace c by g)} \\
\Rightarrow \text{agcaagagcg} & \quad \text{(reverse caag)} \\
\Rightarrow \text{aggaacagcg} & \quad \text{(no operation: a's match)} \\
\Rightarrow \text{aggaaccagcg} & \quad \text{(replace g by c)} \\
\Rightarrow \text{aggaacacgc} & \quad \text{(reverse cg)} \\
\Rightarrow \text{aggaacacgc} & \quad \text{(end operations)}
\end{align*}
\]

Muthukrishnan and Sahinalp introduced this edit model, and presented a \(O(n \log^2 n)\)-time algorithm [7] where \(n\) is the common length of the strings \(X\) and \(Y\). They later improved this complexity to \(O(n \log^2 n)\) [8]. In this paper we consider their model. We first give a dynamic programming solution for computing the distance in this model. The worst-case time complexity of our solution is \(O(n + |R|)\) where \(R\) is the set of all possible reversible substrings (identified by their end-positions and lengths) in \(X\) with respect to \(Y\). A substring of \(X\) is reversible with respect to \(Y\) if its reversal creates a match in \(Y\) in the same position. We present an algorithm that finds set \(R\) in time \(O(n^2)\) in the worst-case but in \(O(n)\) expected time.

The outline of this paper is as follows: in Section 2, we describe our notation, and present our dynamic programming solution for computing the edit distance in the model we consider. This solution assumes information about the end positions and lengths of all reversible substrings. In Section 3, we describe an algorithm that generates this information. We include our final remarks, and summarize our results in Section 4.

## 2 Edit distance with substitutions and substring reversals

Given two strings \(X\) and \(Y\) with \(n = |X| \leq |Y| = m\) over an alphabet \(\Sigma\) where \(|\Sigma| \geq 2\), the edit distance is the total number of operations needed to transform \(X\) into \(Y\). Common model of string editing is based on insert, delete, and substitute operations at character level. There are several other models [2, 10, 4, 11]. In general, multiple operations in the same position in \(X\) are not allowed. This is necessary to obtain a metric that can be efficiently computed.

We denote by \(S_i\) the \(i\)th symbol of string \(S\), and by \(S_{i..j}\) the substring of \(S\) starting at position \(i\), and ending at position \(j\). We use \(\overline{S}\) to denote the reverse of string \(S\), i.e. \(\overline{S} = S[s] \ldots S[1]\).

In this paper we consider the edit distance model studied by Muthukrishnan and Sahinalp [7, 8]. We say that substring \(X_{(i-k+1) \ldots i}\) of length \(k\) is reversible if \(X_{(i-k+1) \ldots i} = Y_{(i-k+1) \ldots i}\). In this model a character can be substituted for a character of \(X\), and a substring of \(X\) can be reversed in a single step (if it is reversible). The assumption is that the string lengths are the same: \(|X| = |Y| = n\), and multiple edit operations involving the same position in \(X\) are not allowed.
Let $R_i$ be the lengths of reversible substrings ending at position $i$. More formally,

$$R_i = \{ k \mid X_{(i-k+1)\ldots i} = Y_{(i-k+1)\ldots i}, \quad 1 \leq i \leq n, \quad 1 \leq k \leq i \}.$$ 

If $R_i$ contains $k > 0$ then by a single reversal, $Y_{(i-k+1)\ldots i}$ can be obtained from $X_{(i-k+1)\ldots i}$. We consider all possible reversals ending at position $i$ for every $i$.

Let $D_i$ denote the edit distance between $X_{1\ldots i}$ and $Y_{1\ldots i}$ in the model we study. We can compute $D_i$ for all $i, 1 \leq i \leq n$, as follows:

$$D_i = \min_{k \in R_i} \left\{ D_{i-1} + s(X_i, Y_i), \min_{k \in R_i} D_{i-k} + f(k) \right\}$$

(1)

where $D_0 = 0$, $s(X_i, Y_i)$ is the cost of replacing $X_i$ by $Y_i$, and $f(k)$ is the cost of a reversal of length $k$. The functions $s$ and $f$ are given. In the formulation of Muthukrishnan and Sahinalp [7, 8], $s(X_i, Y_i)$ is the Hamming distance between $X_i$ and $Y_i$, i.e. 0 when $X_i = Y_i$, and 1 otherwise, and $f$ = 1. Note that in our formulation the substitution costs can vary, and the cost of reversals can be a function of the reversal-length.

Minimum distance $D_i$ is achieved at position $i$ by either adding $s(X_i, Y_i)$ (the substitution cost if $X_i \neq Y_i$, or else 0) to $D_{i-1}$, or considering all possible reversals ending at position $i$ of length $k$ for all possible $k$ and choosing an optimal one, i.e. a reversal of length $k$ that yields the minimum total cost at position $i$ when added to $D_{i-k}$.

Provided that $R_i$ is given for all $i$, to compute $D_n$ using formulation (1) takes $O(n + |R|)$ time where $R = \bigcup_{i=1}^n R_i$.

Note that if we calculate $R_i$’s by trying all possible $k$’s, this would require in total $\Omega(n^2)$ time in the worst case. We will give an algorithm that computes $R_i$ for all $i$ in time $O(n^2)$ in the worst case, but with $O(n)$ expected running time.

### 3 Computing all reversible substrings

We first give a few observations which we use in our algorithm that finds lengths of all reversible substrings ending for all positions in $X$.

**Observation 1** For any two strings $X$ and $Y$ each of length $n$ where $X = \overline{Y}$

- if $n$ is odd then $X_{[n/2]} = \overline{Y_{[n/2]}}$, i.e. $X$ and $Y$ have the same symbol in the middle position. For example, for $X = abc$, and $Y = cba$, $X_2 = b = \overline{Y_2}$,
- if $n$ is even then $X_{[n/2]..[n/2]} = \overline{X_{[n/2]..[n/2]}}$, i.e. the substring of length two at the center of $X$ is the reverse of the substring in the same position in $Y$. For example, for $X = abcd$, and $Y = dcba$, $X_{2,3} = bc = \overline{dc} = \overline{Y_{2,3}}$.

**Observation 2** For any two strings $X$ and $Y$ each of length $n \geq 1$ where $X = \overline{Y}$

- if $n$ is odd, for all $k, 0 \leq k \leq [n/2]$,
  $$X_{([n/2]-k)..([n/2]+k)} = \overline{Y_{([n/2]-k)..([n/2]+k)}}$$
- if $n$ is even, for all $k, 0 \leq k < n/2$,
  $$X_{(n/2-k)..(n/2+k+1)} = \overline{Y_{(n/2-k)..(n/2+k+1)}}$$

Observation 2 simply says that in a given reversal there is a sequence of shorter reversals centered at the same position. To explain this more formally, we first show in Figure 1 a rule that extends the size of a given reversible substring of $X$ with respect to $Y$ by 2 if certain conditions are true: if $X_{i-j} = \overline{Y_{i-j}}$, $X_{i-1} = Y_{j+1}$, and $X_{j+1} = Y_{i-1}$ then $X_{(i-1)..(j+1)} = \overline{Y_{(i-1)..(j+1)}}$. We can interpret this rule as follows: if we first locate the initial reversible substring (of length 1 if $n$ is odd, and of length 2 if $n$ is even) at the center position of $X$ and $Y$ where $X = \overline{Y}$, and then extend this reversal by applying the rule in Figure 1 then we obtain longer reversible substrings after each extension until the entire strings are covered. Figure 2 schematically describes all such reversals.
Corollary 1 For any two given strings $X$ and $Y$, the maximum number of reversals centered at a given position $i$ is at most the maximum length of the reversible substring centered at position $i$.

For given two strings $X$, and $Y$ of length $n$ where $X = \overline{Y}$, we mean by seed an initial reversible substring at the center of $X$ and $Y$. If $n$ is odd then the seed is of length 1, and if $n$ is even the seed is of length 2 (Observation 1). Starting with the seed and applying the extension rule in Figure 1 incrementally as long as possible we will find all reversible substrings centered at this seed. If we do this for all initial seeds that we find in any given two strings $X$ and $Y$ (not necessarily $X = \overline{Y}$), we can compute the lengths of all reversible substrings of $X$ with respect to $Y$ centered at all possible positions.

Figure 3 shows our algorithm $FindAll$ which computes and returns $R = \bigcup_{i=1}^{n} R[i]$ where $R[i]$ is the set of all reversible substrings ending at position $i$. We consider reversible substrings of odd length, and even length separately, in Part 1 and Part 2 of the algorithm, respectively. In Part 3 we combine the results of Part 1 and Part 2 to generate array $R$.

In Part 1, we first find all reversible substrings of odd length. We index reversals by their midpoints (seed positions). For odd-length reversals the seeds are positions of single symbols. We compute all reversals centered at these seeds, and we keep track of them in array $M_1$. We start with examining each position $i$, $1 \leq i \leq n$, to identify the seeds for reversals of odd length. If $X$ and $Y$ agree on position $i$ then this means that there is a reversible substring of length 1 at $i$, and it can potentially be a midpoint (seed) of larger reversals. We apply the rule in Figure 1 to see if the current reversible substring can be extended. If the answer is yes then we enlarge the reversal centered at this seed. We continue this process until no more extension is possible. By Observation 2 the last extension yields the longest reversible substring centered at seed position $i$. At this point array $M_1[i]$ stores the lengths of all reversible substrings of odd-length whose seeds are at position
Algorithm `FindAll`

/* Part 1: find all odd-length reversible substrings */
for $i := 1$ to $n$ do
  if $X[i] = Y[i]$ then $M_1[i] := \{1\}$
  else $M_1[i] := \emptyset$
for $i := 1$ to $n$ do
  if $1 \in M_1[i]$ then {
    $k := 1$
    while (($i - k \geq 1$ and $i + k \leq n$) and $(X[i-k] = Y[i+k]$ and $X[i+k] = Y[i-k]$)) do
      $M_1[i] := M_1[i] \cup \{2k+1\}; \ k := k + 1$
  }

/* Part 2: find all even-length reversible substrings */
for $i := 1$ to $n-1$ do
  if $X[i] = Y[i+1]$ and $X[i+1] = Y[i]$ then $M_2[i] := \{2\}$
  else $M_2[i] := \emptyset$
for $i := 1$ to $n-1$ do
  if $2 \in M_2[i]$ then {
    $k := 2$
    while (($i - k \geq 1$ and $i + k \leq n$) and $(X[i-k+1] = Y[i+k]$ and $X[i+k] = Y[i-k+1]$)) do
      $M_2[i] := M_2[i] \cup \{2k+2\}; \ k := k + 1$
  }

/* Part 3: find $R$ from $M_1$ and $M_2$ */
for $i := 1$ to $n$ do $R[i] := \emptyset$
for $i := 1$ to $n$ do {
  for every $r \in M_1[i]$ do
    $k := (r-1)/2; \ R[i+k] := r$
  for $i := 1$ to $n-1$ do
    for every $r \in M_2[i]$ do
      $k := r/2 - 1; \ R[i+k+1] := r$
}
return $R$

Figure 3: Algorithm `FindAll` which finds all reversible substrings ending at position $i$ in $X$ for all $i$, $1 \leq i \leq n$.

i. We repeat these steps for all $i$, $1 \leq i \leq n$.

Part 2 of the algorithm is similar to Part 1. The seeds in this case are length-two reversible substrings. We calculate positions in reversible substrings relative to the position of the first symbol of the seed. After the execution of this part, $M_2[i]$ stores the lengths of all reversible substrings of even-length whose length-two seeds start at position $i$ for all $i$, $1 \leq i \leq n - 1$.

In the last part, Part 3, of the algorithm we compute $R$ from $M_1$ and $M_2$ such that $R[i]$ is the set of all reversible substrings ending at position $i$ in $X$ for all $i$, $1 \leq i \leq n$. From the seed positions $i$, and lengths of the reversible substrings in $M_1[i]$ and $M_2[i]$ we identify their end positions, and collect all reversible substring lengths (odd or even) in array $R[i]$. For every $r \in M_1[i]$ there is a reversal ending at position $i + k$ of length $r$ where $r = 2k + 1$. Similarly, for every $r \in M_2[i]$ there is a reversible substring ending at position $i + k + 2$ of length $r$ where $r = 2k + 2$. Clearly set $R[i]$ obtained at the end of Part 3 contains the lengths of all possible reversible substrings ending at position $i$ for all $i$, $1 \leq i \leq n$.

Next we establish the time complexity of Algorithm `FindAll`. With every iteration of each of the while loops in parts 1 and 2, a new reversible substring is found except for the last iteration. Therefore, the time spent in parts 1 and 2 is $O(\sum_{i=1}^{n} C_i)$ where $C_i$ is the number of reversible substrings whose seeds start at position $i$. We note that by Corollary 1, $C_i$ is bounded from above by the length of the longest reversible substring whose seed starts at $i$. Therefore, $C_i = O(n)$, $|R| = O(n^2)$, and Algorithm `FindAll` in the worst case takes $O(n^3)$ time. However, we show that on average $|R| = O(n)$, and the algorithm runs in $O(n)$ time.

Let $P_{i,k}^{odd}$ be the probability that there is a reversible substring of length $2k+1$ centered at position $i$ in $X$, i.e. $X_{(i-k)..(i+k)} = Y_{(i-k)..(i+k)}$ for all $k$, $0 \leq k \leq \lfloor n/2 \rfloor$. We can easily see that $P_{i,k}^{odd} = \frac{1}{2k+1}$.

Let $C_{i,k}^{odd}$ be a $0 - 1$ random variable such that $C_{i,k}^{odd} = 1$ indicates that there is a reversible sub-
string of length \(2k+1\) centered at position \(i\), otherwise, \(C_{i,k}^{odd} = 0\). Define \(C_{i}^{odd}\) as a random variable that denotes the number of reversible substrings whose seeds are at position \(i\). We note that although \(P_{i,j,k}\)'s are not independent for different \(i, j, k\) because of overlapping of substrings, the linearity of expectation does not require independence, and the expected value of \(C_{i}^{odd}\) for \(|\Sigma| \geq 2\) is

\[
E(C_{i}^{odd}) = \sum_{k=0}^{\min\{i-1,\lfloor n/2 \rfloor\}} \frac{1}{|\Sigma|^{2k+1}}
\]  

(2)

Similarly, let \(P_{i,k}^{even}\) be the probability that there is a reversible substring of length \(2k\) whose length-two seed starts at position \(i\) in \(X\), i.e. \(X_{(i-k)\ldots(i+k+1)} = Y_{(i-k)\ldots(i+k+1)}\) for all \(k\), \(0 \leq k \leq \lfloor n/2 \rfloor\). We can easily see that \(P_{i,k}^{even} = \frac{1}{|\Sigma|^{k}}\).

Let \(C_{i,k}^{even}\) be a \(0-1\) random variable that denotes if there is a reversible substring of length \(2k\) whose seed starts at position \(i\): \(C_{i,k}^{even} = 1\) indicates that there is such a reversible substring, if \(C_{i,k}^{odd} = 0\) then there is not such a reversible substring. Define \(C_{i}^{even}\) as the number of reversible substrings whose seeds start at position \(i\). Then for \(|\Sigma| \geq 2\), the expected value of \(C_{i}^{even}\) is

\[
E(C_{i}^{even}) = \sum_{k=0}^{\min\{i-1,\lfloor n/2 \rfloor\}} \frac{1}{|\Sigma|^{2k+2}}
\]  

(3)

Define \(C\) as a random variable that denotes the number of reversible substrings of \(X\) with respect to \(Y\). Then the expected value of \(C\)

\[
E(C) = E\left(\sum_{i=1}^{n} C_{i}^{odd}\right) + E\left(\sum_{i=1}^{n-1} C_{i}^{even}\right)
\]  

(4)

Using equations (2), (3), and (4) we get

\[
E(C) \leq \frac{n}{2} \sum_{k=0}^{\infty} \frac{1}{|\Sigma|^k}
\]

\[
= \frac{n}{2} \frac{1}{|\Sigma| - 1}
\]  

(5)

Inequality (5) proves that the expected size \(|R|\) of the set \(R\) of the lengths of all possible reversible substrings of \(X\) with respect to \(Y\) is \(O(n)\), and Algorithm FindAll in Figure 3 takes \(O(n)\) expected time. We remark that the inequality (5) does not immediately yield a \(O(n)\) time algorithm for finding set \(R\) without applying the rule in Figure 1. For example, if we naively try all possible reversal lengths at all possible end positions \(i\), \(1 \leq i \leq n\), then this takes \(\Theta(n^2)\) time to find set \(R\) although \(|R| = O(n)\) because with respect to the end positions \(i\) there can be a sequence of reversal lengths whose lengths are arbitrary (not necessarily consecutive), and we need to check all possible \(\Theta(n)\) reversal lengths performing \(\Theta(n^2)\) comparisons in total.

4 Conclusion

We consider the edit distance model introduced and studied by Muthukrishnan and Sahinalp [7, 8]. This model allows substitutions at character level, and reversal of substrings in one string when these reversals result in exact matches in the other string. As it is the case in general, multiple edits in the same position are not permitted. The cost of each edit operation is 1. The edit distance under this model can be computed in \(O(n \log^2 n)\) time where \(n\) is the common length of the given strings \(X\) and \(Y\) for which the distance is computed. For the problem we give a dynamic programming formulation which uses the set of lengths of all possible reversible substrings of \(X\) with respect to \(Y\). In our formulation, the substitution costs can vary, and the costs of reversals can be a function of the reversal-length. We develop an algorithm which generates this information in \(O(n^2)\) time. However, we prove that the expected running time of our algorithm is \(O(n)\), and our dynamic programming solution for computing the edit distance takes \(O(n)\) expected time. The gap between the worst-case time complexity \(O(n \log^2 n)\) by Muthukrishnan and Sahinalp [8], and the achievement of \(O(n)\) expected time by our algorithm is a motivation for future research.
for possible improvement of the worst-case time complexity of the problem.
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